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The rapid adoption of artificial intelligence has transformed industries worldwide, unlocking new 
opportunities but also introducing complex challenges related to ethics, security, and accountability.
 
Governments and organisations worldwide are striving to develop comprehensive AI governance 
frameworks that ensure fairness, transparency, and safety while fostering innovation. The absence of 
universally accepted standards has led to a patchwork of regulations, with the EU AI Act emerging as a 
world pioneering comprehensive AI law and ISO 42001 providing a structured approach to AI management 
systems. As AI technologies evolve, aligning international governance models remains a pressing 
challenge, requiring harmonisation between regulatory mandates and industry best practices to mitigate 
risks and enhance trust in AI-driven systems.

The EU AI Act, for instance, has established a pioneering, risk-based framework to ensure transparency, 
fairness, and safety in AI systems. Meanwhile, the NIST AI Risk Management Framework (AI RMF) reflects 
an adaptable, iterative approach to managing AI risks. Together, these frameworks highlight a global 
consensus on the need for robust governance structures to balance innovation with accountability and trust. 
As AI continues to influence key sectors, governments and organisations are focusing on creating strong 
regulatory and governance frameworks to tackle these issues. The EU (AI) Act serves as a groundbreaking 
model, paving the way for global AI regulation by implementing a risk-based strategy to guarantee 
transparency, fairness and safety.

NIST- AI- 600-1 Artificial 
Intelligence Risk Management 
Framework (RMF) NIST AI RMF 

Cyberfort’s Secure-by-Design Approach

How ISO 42001 and NIST 
AI RMF Work Together

Overview of the EU 
Artificial Intelligence 
(AI) Act

ISO 42001:2023 

Global AI Governance Challenges

Areas this whitepaper covers



Overview of the EU Artificial Intelligence (AI) Act01

To meet the stringent requirements of the EU AI Act, organisations must adopt structured and effective 
governance frameworks. ISO 42001, the international standard for AI management systems, provides a 
foundational approach for governance and compliance, while the NIST AI Risk Management Framework 
(AI RMF) offers a flexible and iterative methodology for identifying and mitigating AI risks. Together, these 
frameworks provide complementary solutions to help organisations navigate the complexities of AI regulation.

EU AI Act Key Requirements

The EU AI Act is a landmark legislative framework designed to regulate artificial intelligence, ensuring that 
its deployment is ethical, safe, and aligned with fundamental rights. It introduces a risk-based categorisation 
system to classify AI systems, reflecting the potential impact these technologies could have on individuals 
and society.

Key Risk Categories
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Unacceptable Risk - These AI systems are outright prohibited due to their potential to violate 
fundamental rights. Examples include AI-driven social scoring systems that exploit personal 
data to categorise individuals or manipulate behaviour.

High Risk - Systems in this category face stringent regulatory requirements as they are used 
in sensitive domains such as healthcare (e.g. diagnostic tools), finance (e.g. credit scoring), 
infrastructure (e.g. automated traffic control), and law enforcement (e.g. facial recognition). 
These systems must demonstrate a comprehensive risk management strategy, prioritise ethical 
operations, and safeguard public trust. 

Limited Risk - AI applications with limited risk levels, such as chatbots and recommendation 
engines, must adhere to transparency obligations. For example, users should be informed 
when interacting with an AI system rather than a human.

Minimal Risk - The majority of AI systems fall under this category and are subject to no specific 
regulatory compliance obligations, provided they adhere to baseline standards of ethical and 
safe practice.
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High Risk Obligations

Organisations deploying high-risk AI systems are required to fulfil the following obligations to ensure 
compliance:

Broader Implications

The EU AI Act aims to strike a balance between fostering innovation and safeguarding fundamental 
rights. By implementing these measures, it seeks to establish the EU as a global leader in trustworthy 
AI, promoting the responsible development and deployment of AI technologies across industries. For 
organisations, understanding these provisions is critical to navigating compliance and leveraging AI 
responsibly to drive business success.

Timelines and Enforcement

Timelines are becoming increasingly stringent ahead of the Act’s formal enforcement. The legislative 
framework includes defined milestones for implementation, with final compliance expected by 2026 for all 
affected entities. Early preparation is not merely advantageous but essential, as the Act imposes significant 
obligations, particularly on providers and users of high-risk AI systems.
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Robust Risk Management - Implement proactive measures to identify, assess, and mitigate 
potential risks throughout the AI system’s lifecycle.

Transparent and Explainable Operations - AI systems must be designed to provide clarity 
about their functionality and decision-making processes, enabling end-users and stakeholders 
to understand their workings.

Human Oversight and Accountability - Mechanisms must be in place to ensure that humans 
can intervene in and override AI decision-making when necessary. Accountability for AI 
outcomes remains a central focus.

Data Quality and Security - High standards for data governance must be upheld, including 
accuracy, representativeness, and protection against unauthorised access or misuse.



Proactive measures will allow organisations to:

Organisations that delay compliance risk operational disruptions, reputational damage, and penalties as 
regulators are expected to enforce the Act rigorously, particularly in sectors deploying high-risk AI systems. 
By starting now, businesses and government organisations can not only achieve compliance but also 
position themselves as leaders in ethical and innovative AI development.

Overview of the EU Artificial Intelligence (AI) Act | 5

White Paper  |  ISO 42001 - AI Management System

Develop a Compliance Roadmap - Establish a phased approach to implement governance, 
risk management, and operational transparency requirements.

Allocate Resources Effectively - Engage technical, legal, and governance expertise to 
address key gaps identified during readiness assessments.

Mitigate Risks Early - Identify and address potential non-compliance issues, reducing 
exposure to regulatory fines.

Stop Unacceptable Risk (AI) Practices and prevent financial penalties - Fines up to €35 
Million or 7% of the company’s total worldwide annual turnover, whichever is higher.

Ensure High-Risk (AI) Systems have the right operating policies and processes in 
place to prevent financial penalties - Fines up to €15 Million or 3% of the company’s total 
worldwide annual turnover, whichever is higher.

Prevent the provisioning of Incorrect or Misleading Information - Fines up to €7.5 Million 
or 1% of the company’s total worldwide annual turnover, whichever is higher.

Strengthen Stakeholder Relationships - Build trust with regulators, customers, and 
partners by demonstrating commitment to ethical and compliant AI practices well in advance 
of enforcement.



Framework Structure and Principles

As artificial intelligence increasingly influences decision-making across industries, ISO 42001:2023 
emerges as a key foundational pillar  for responsible AI governance. This international standard provides 
a structured approach to managing the ethical, operational, and regulatory complexities of AI systems, 
ensuring they deliver value while adhering to ethical and societal expectations.

Key Principles to be considered from ISO42001:2023

ISO 42001:202302
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Risk Management - ISO 42001 establishes methodologies to identify, evaluate, and mitigate 
risks associated with AI systems. It emphasises proactive management across the AI lifecycle, 
addressing risks from design and development to deployment and decommissioning.

Data Governance - Recognising the importance of data quality in AI outcomes, ISO 42001 
mandates robust governance protocols. These include ethical data acquisition, maintenance of 
accuracy and representativeness, and protection against biases that could distort AI decisions.

Human Oversight - The standard requires mechanisms to ensure humans maintain 
control over AI systems, particularly in high-stakes scenarios. By embedding accountability 
measures, ISO 42001 ensures AI systems remain tools for human decision-making rather than 
autonomous agents of action.

Transparency - AI decision-making processes should be clear and understandable, ensuring 
that stakeholders can see how decisions are made and that these processes are free from bias.

Fairness - AI systems should be designed and assessed to prevent unfair treatment of 
individuals or groups, promoting equitable outcomes

Accountability - Organisations must take responsibility for their AI systems, ensuring they can 
explain and justify AI-driven decisions.

Continuous Improvement - Adopting ISO 42001 means committing to iterative improvement. 
Organisations must regularly evaluate AI systems, incorporating feedback and advancements 
to refine processes and outcomes. This approach ensures that AI capabilities evolve 
responsibly alongside technological and societal changes.



Benefits of implementing ISO 42001 into an organisation
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Scalable Governance - The framework’s flexibility allows it to scale across organisations of 
varying sizes and industries. Whether for a small enterprise or a multinational corporation, 
ISO 42001 provides tailored guidance that aligns with operational needs.

Stakeholder Confidence - Adherence to ISO 42001 builds trust among customers, 
regulators, and partners. Demonstrating compliance with recognised standards signals 
a commitment to ethical AI practices, which can be a competitive advantage in markets 
increasingly concerned with responsible AI use.

Ensuring Data Protection and AI Security - Provides guidelines for safeguarding AI 
systems against cyber threats and vulnerabilities.

Promoting Responsible AI Usage - Certification demonstrates a commitment to ethical AI 
principles, enhancing trust and reputation.

Streamlined Processes - Identifies inefficiencies and standardises procedures, leading to 
more efficient operations.

Global Applicability - ISO 42001 harmonises with international best practices, making 
it a valuable tool for organisations operating across borders. It facilitates compliance with 
diverse regulatory landscapes, including alignment with the EU AI Act, while also supporting 
interoperability in global AI governance efforts.

Broader Implications

By implementing ISO 42001, organisations can establish a robust foundation for AI governance that 
supports ethical innovation and operational excellence. Its emphasis on risk management, oversight, and 
continuous improvement positions it as a key enabler for organisations looking to harness AI responsibly 
while safeguarding stakeholder trust and regulatory compliance. This standard not only addresses current 
challenges but also anticipates future complexities in the rapidly evolving AI landscape.



Flexible Approach to AI Risk Management

The NIST AI Risk Management Framework (AI RMF) is designed to provide organisations with a flexible, 
iterative, and adaptable approach to managing risks associated with AI systems. Unlike prescriptive 
standards, it empowers organisations to customise their risk management strategies based on their unique 
operational contexts. Its core functions include:

Alignment with the EU AI Act

The adaptability of the NIST AI RMF makes it a powerful tool for addressing the dynamic and evolving 
requirements of the EU AI Act. By aligning its core functions with the Act’s risk-based framework, 
organisations can:

Incorporating the NIST AI RMF allows organisations to not only comply with current EU AI Act mandates but 
also anticipate future regulatory adjustments, ensuring long-term resilience and trust in their AI systems.
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Govern - Establish organisational structures, policies, and accountability mechanisms that 
prioritise ethical and secure AI practices. This involves defining roles and responsibilities, 
creating oversight committees, and embedding governance into organisational workflows.

Map - Identify and contextualise AI-related risks by assessing how AI systems are used, their 
potential impacts, and the stakeholders they affect. This includes evaluating system complexity, 
deployment environments, and socio-technical factors.

Measure - Develop metrics and methods to assess the likelihood and impact of identified risks. 
This function ensures that risk evaluations remain quantitative, repeatable, and actionable, 
enabling organisations to prioritise mitigation efforts effectively.

Manage - Implement risk mitigation strategies, monitor their effectiveness, and adjust controls 
as needed. This iterative process ensures that organisations remain agile in addressing both 
known and emerging risks throughout the AI lifecycle.

Continuously Refine Risk Management Practices - The iterative nature of the NIST AI RMF 
ensures that organisations can adapt their risk management strategies to meet the EU AI Act’s 
evolving regulatory landscape and emerging risks.

Support High-Risk AI Compliance - For high-risk systems, the NIST AI RMF aids in developing 
transparent, accountable, and secure AI processes. It provides a structured pathway for addressing 
the EU AI Act’s requirements for robust governance, human oversight, and data integrity.

Enhance Interoperability with ISO 42001 - The NIST AI RMF complements ISO 42001 
by offering granular tools for risk identification and mitigation. Together, they provide a 
comprehensive framework that ensures both operational robustness and regulatory compliance.
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ISO 42001 and the NIST AI RMF are complementary frameworks that, when integrated, provide a 
comprehensive solution for organisations aiming to align with the EU AI Act. Each framework brings unique 
strengths that address different facets of AI governance and risk management:
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ISO 42001 - Offers a structured, standards-driven foundation for AI governance by focusing on 
clear principles, such as risk management, human oversight, and continuous improvement. It 
establishes consistent practices that organisations can adopt to ensure compliance and ethical 
AI operations.

NIST AI RMF - Introduces dynamic, iterative methodologies to address real-time risks and 
evolving operational challenges. Its flexibility allows organisations to tailor risk mitigation 
strategies to specific use cases and adapt to changing regulatory requirements.

Enhancing Risk Management
The integration of ISO 42001’s structured risk management processes with the NIST AI RMF’s 
flexible risk mapping and measurement tools enables organisations to:

• Proactively identify, assess, and mitigate risks across the AI lifecycle.

•  Address both foreseeable and emerging risks through continuous monitoring and iterative 
evaluations.

•  Create scalable and repeatable risk management practices that align with the EU AI Act’s 
mandates for high-risk systems.

Ensuring Human Oversight
Both frameworks emphasise the importance of human oversight to maintain accountability and 
trust. Together, they:

•  Provide mechanisms to ensure that critical AI decisions remain interpretable and subject to 
human intervention when necessary.

•  Support the development of governance structures, such as oversight committees or 
designated accountability officers, to oversee AI system deployment and operation.

•  Enhance compliance with the EU AI Act’s requirements for transparency and accountability in 
high-risk systems.

How ISO 42001 and NIST AI RMF Work Together
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Key Synergies
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Improving Data Integrity 
Data governance is a cornerstone of ISO 42001, which provides comprehensive guidelines for 
ensuring data quality, accuracy, and ethical use. The NIST AI RMF complements these  
principles by: 

•  Offering tools to identify risks related to data bias, representativeness, and security vulnerabilities.

•  Supporting ongoing assessments to ensure data governance protocols evolve alongside 
changes in AI system design and usage.

•  Enabling organisations to meet the EU AI Act’s stringent requirements for data integrity and 
protection, particularly in sensitive domains like healthcare and finance.

Benefits of Integration

The integration of ISO 42001 and NIST AI RMF offers organisations several benefits including:

How ISO 42001 and NIST AI RMF Work Together

ISO 42001 provides a structured foundation for AI governance, while the NIST AI RMF adds dynamic 
capabilities for identifying and managing risks. Together, they help organisations meet the EU AI Act’s 
requirements by:

By leveraging the strengths of both frameworks, organisations can build resilient AI governance structures 
that not only comply with the EU AI Act but also establish leadership in ethical and secure AI adoption.

Holistic Governance - A unified approach that combines the rigor of international standards with 
the adaptability of iterative risk management practices.

Regulatory Confidence - Enhanced ability to meet the EU AI Act’s complex requirements, 
particularly for high-risk applications.

Operational Resilience - Robust frameworks that enable organisations to future-proof their AI 
systems against evolving regulatory and technological landscapes.

Enhancing Risk 
Management - Combining 
structured methodologies 
with flexible risk 
assessment tools.

Ensuring Human 
Oversight - Embedding 
accountability 
mechanisms into AI 
operations.

Improving Data 
Integrity - Maintaining 
rigorous data governance 
to align with regulatory 
expectations.
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Achieve Compliance with the EU AI Act - Cyberfort provides tailored solutions to help 
organisations align their AI practices with the EU AI Act’s stringent requirements. From risk 
assessments to data governance, Cyberfort ensures all critical compliance areas are addressed 
comprehensively.

Embed Ethical and Secure Practices - Through secure-by-design principles, Cyberfort 
integrates security and ethical considerations into AI systems from inception. This includes:

•  Developing explainable AI models to foster transparency.
•  Implementing robust oversight mechanisms to maintain accountability.
•  Ensuring data integrity through rigorous governance protocols.

Build Resilient and Trustworthy AI Operations - Cyberfort’s approach goes beyond 
compliance to establish long-term resilience. This involves:

•  Regularly auditing AI systems to adapt to evolving risks and regulatory landscapes.
•  Providing stakeholders with confidence that AI systems are secure, fair, and reliable.
•  Supporting scalable governance structures that grow with organisational needs.

White Paper  |  ISO 42001 - AI Management System

How Secure AI Governance Ensures Regulatory Success

Cyberfort champions a secure-by-design methodology, embedding robust security, ethical considerations, 
and regulatory compliance into every phase of AI system development and deployment. This proactive 
approach ensures that AI systems are not only innovative but also resilient, transparent, and aligned with 
regulatory mandates such as the EU AI Act.

By leveraging the complementary strengths of ISO 42001 and the NIST AI RMF, Cyberfort empowers 
organisations to:
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Final  
Thoughts

The convergence of ISO 42001 and the  
NIST AI RMF creates a robust framework for 
organisations seeking to achieve compliance  
with the EU AI Act while embedding ethical, secure, 
and transparent AI practices. These frameworks 
provide the foundation for a proactive, resilient,  
and trustworthy approach to AI governance.

Cyberfort is uniquely positioned to guide 
organisations through this journey. With a proven 
track record in cyber security and governance, 
Cyberfort delivers tailored solutions that align 
with regulatory requirements and organisational 
goals. By integrating secure-by-design principles 
and leveraging its deep expertise in ISO and 
NIST frameworks, Cyberfort ensures that your AI 
systems are not only compliant but also capable of 
driving innovation responsibly.
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Why Choose Cyberfort?
Future-Proof Your AI Initiatives - Cyberfort helps organisations anticipate and adapt to 
evolving regulations and emerging risks, ensuring long-term resilience and operational 
excellence.

Lead in Responsible AI Adoption - By partnering with Cyberfort, organisations can position 
themselves as leaders in ethical AI development, gaining a competitive edge in a rapidly 
evolving market.

Navigate Complexity with Confidence - From risk assessments to implementation  
roadmaps, Cyberfort provides end-to-end support, simplifying compliance and fostering trust 
among stakeholders.
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Begin your journey towards secure, ethical, and innovative AI. Partner with Cyberfort to ensure your AI 
systems are ready to meet today’s challenges and tomorrow’s opportunities with confidence and integrity.



Discover more about Cyberfort’s 
all-encompassing Cyber Security Services
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At Cyberfort we provide a range of customers with all-encompassing Cyber Security Services. We are 
passionate about the cyber security services we deliver for our customers which keeps their people, data, 
systems and technology infrastructure secure, resilient and compliant. 

Our business offers National Cyber Security Centre assured Consultancy services, Identification and 
Protection against cyber-attacks, proactive Detection and Response to security incidents through our 
security operations centre and a Secure and Recover set of Cloud solutions which keeps data safely 
stored, managed and available 24/7/365.

Over the past 20 years we have combined our market leading accreditations, peerless cyber security 
expertise, strong technology partnerships, investment in our future cyber professionals and secure locations 
to deliver a cyber security experience for customers which enables them to achieve their business and 
technology goals in an ever-changing digital world.

For more information on our Cyber Security services please contact us at the details below:

+44 (0)1304 814800  |  info@cyberfortgroup.com  |  https://cyberfortgroup.com

We look forward to working with you
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